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Abstract
  We propose a text sentence classification 
approach based on hypernetwork, which is a 
hypergraph model with weighted hyperedges. The 
hypernetwork memorizes word segments from 
sentences, and it is used to classify similar patterns. 
Our learning procedure is to adjust the weights of 
hyperedges towards minimizing prediction errors. 
For experiments, a PPI (Protein-Protein Interaction) 
filtering task was performed on a biomedical 
corpus, and the results show that the proposed 
method is promising for text sentence classification.

I. Introduction
  Text classification have been receiving much 
attention due to the emergence of the digital 
storage of text documents. The overwhelming text 
resources, especially biomedical text, urge us to 
develop an automatic mechanism to filter out 
irrelevant text sentences. One major challenge in 
text classification at both document- and 
sentence-level is that the classifier must be able to 
capture the complex semantics of language to some 
extent [1]. 
  Text sentences can be viewed as a collection of 
building blocks in which each block holds related 
words and contributes to the meaning of the whole 
sentence at various degrees. Similarly, the 
hypernetwork model [2] is a collection of 
hyperedges in which each hyperedge represents the 
relationship among features, i.e. words. In particular, 
the hypernetwork classifier works as a committee 
machine, where each hyperedge contributes to the 
final decision of the hypernetwork. Hence, these 
similar properties motivate the hypernetwork as a 
potential candidate for sentence classification tasks.

  For experiments, we applied the hypernetwork 
model to a PPI (Protein-Protein Interaction) filtering 
problem. Hypernetwork classifiers learned word 
patterns underlying PPI sentences, and evaluated 
unseen examples based on the learned model. The 
experimental results show that our method can be 
effective for text sentence classification.

II. Hypernetwork Classifiers
2.1 Hypernetwork Models
  A hypernetwork is a graphical generalized model 
based on hypergraph models [2]. A hypergraph is 
defined as     where   is a set of 
vertices such that       and   is a 
set of hyperedges such that      . A 
hyperedge is an edge in the hypergraph in which 
more than two vertices can be connected. Each 
hyperedge is defined as      , 
where   refers to a cardinality of the hypergraph.
  A hypernetwork model is defined as 
  , where   represents set of all 
words in dataset,       is a set of 
hyperedges, where       , i.e. a 
set with   words from set   and the class . 
     is the weights of hyperedges.
  One advantage of hypernetwork is that the 
higher-order correlation terms are explicitly 
represented by hyperedges, which is an attractive 
feature in machine learning methods. More details 
about hypernetwork models can be found in [2,3].

2.2 Learning Hypernetwork Classifiers
  Hypernetwork classifiers repeats three simple 
steps, sampling, storing, and matching. Table 1 
describes our hypernetwork learning algorithm for 
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Figure 1. Classification performance during learning 
procedure.

two class problems.

(1) Begin with    ∅∅∅. 
  - Generate hyperedge  from sentences by     
   random hypergraph process [3].

  - ←∪
  -  ←∪∈
  - ←∪  
  - Repeat until   is full.
(2) Let   and   be the correct and prediction 
classes, respectively.   and   are the 
weight sum of each class.
  - Generate a hyperedge set   from training     
    sentence by random hypergraph process.
  - For each ∈ , compare to every ∈ .
    If   matches  by allowing one mismatch, 

then ← .
  -    if    .   , otherwise.
(3) Let   and   be a set of matched edge   
of class 0 and class 1 in previous step.
  - If ≠  , update ←    for every  
   hyperedges in  .   is the learning rate.

(4) (2) and (3) are repeated until terminated.

Table 1. Hypernetwork learning algorithm.

Ⅲ. Experimental Results
 The proposed method was applied to a PPI 

sentence corpus [6] for experiments. The dataset 
was preprocessed by deleting redundant components 
and stemming words. Also, insignificant words, i.e. 
stopwords were removed from sentences.

 We have trained and evaluated 3-cardinality 
hypernetwork using 10-fold cross validation. The 
number of hyperedges was 2,000,000 and the 
learning rate was 1.3. Figure 1 illustrates the 
classification performance during learning procedure. 
After 100 iterations, our model achieves the average 
accuracy of 93% while precision and recall rates 
are about 94%. Therefore, it concludes that learning 
word patterns by hypernetwork is effective for 
sentence filtering tasks.

Ⅳ. Conclusion
  We have demonstrated the usefulness of the 
hypernetwork model in text sentence classification. 
Here, word fragments in training data are randomly 
sampled to construct a hypernetwork. The 
hypernetwork is then learned by adjusting the 
weights of hyperedges. Applied to a PPI filtering 
task, the experimental results show that our 

hypernetwork approach performs well, and is 
enough to be an alternative classifier in 
sentence-based domain. One of the main advantages 
in hypernetwork is the human understandability for 
the learned model. Hence, our future goal is to 
analyze the behind structure of learned word 
patterns.
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