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Feature Improvement
Chapter 3 (Part Iil)



Feature Scaling

» ML algorithms perform mathematical operations with features that assume their values are
comparable.

* So, we should make features comparable.

 Simple approach, scale the features so all the feature values have the same magnitude are centered on
zero.
* Normalization
» Standardization

Note that the normalization/standardization parameters computed over
the training set. they are applied at runtime (and to the test set)




Feature Scaling

Standardization

Transforms the features to have zero mean and unit variance.

A value of feature X can be scaled by:

x — mean(X)
Xscaled = std(X)

Also called the z-score

This scaling represents how many standard deviations a given observation deviates from the mean.



Feature Scaling
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The distribution of LSTAT variable in Boston House Prices dataset before and after standardizing.




Feature Scaling

Max-Min Normalization

* Scale to the minimum and maximum values squeezes the values of the variables between o and 1.

 Avalue of feature X can be scaled using the minimum and maximum of X by:

_ x—min(X)
Xscaled = max(X) — min(X)

 This method has the problem that outliers might concentrate the values on a narrow segment.
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The distribution of LSTAT variable in Boston House Prices dataset before and after applying max-min normalization.



Feature Scaling

Mean Normalization

 Center the variable at zero and rescale the distribution to the value range.

 This method subtract the mean from each observation and then divide the result by the difference
between the minimum and maximum values:

o x- mean(X)
Xscaled = max(X) — min(X)

» The distribution of scaled feature is centered at o, with its minimum and maximum values within the
range of -1to 1.
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The distribution of LSTAT variable in Boston House Prices dataset before and after applying mean normalization.




Feature Scaling

Maximum Absolute Scaling

e Scale a feature to its maximum value

* It divides every observation by the maximum value of the variable:

X
Xscaled = m

* The scaled values vary approximately within the range of -1to 1.



Feature Scaling

70 70 -

60 60 1

(O
o
1
w
o
I

Frequency
D
o
Frequency
D
o

w
o
1
W
o
L

20 20 A

10 A 10 -

4 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
RM_scaled

The distribution of LSTAT variable in Boston House Prices dataset before and after applying maximum absolute Scaling.




Feature Scaling

Normalize to Unit Length

* It applied to multiple features at once.

* Transform the components of a feature vector so that the transformed vector has a length of 1.

 This method is achieved by dividing each observation vector by either:

« Manhattan distance (I1 norm) is given by:
Ix[| = 11(x) = [x1] + |x2] + -+ |xq4]

* Euclidean distance (I2 norm) is given by:

Ix|| = 12(x) = \/xlz + x5+ -+ x5

» For afeature vector x = (x4, x5, ..., X4), the scaled feature vector is computed by:
( X1 X2 Xd )
X led = R TEETS
v I I 1]




Numerical Feature Transformation

* Some ML models (e.g., linear regression and logistic regression) assume that the variables are
normally distributed.

* Mathematical transformation can change the distribution of a variable into normal distribution.

« Common mathematical transformations:
 Log Transformation

Reciprocal Transformation
 Square-root Transformation
Box-Cox Transformation

Yeo-Johnson Transformation



Numerical Feature Transformation

Log Transformation

A powerful tool for dealing with positive numbers with 71
a heavy-tailed distribution.

* It help to reduce the skewness of the original data.

* It uses a logarithm function to transform a positive 4
numerical feature: g

Xtramsformed — log(x)
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Numerical Feature Transformation

The distribution of DIS variable in Boston House
Prices dataset and Q-Q plot before and after
applying log transformation.




Numerical Feature Transformation

Reciprocal Transformation

* It has a dramatic effect on the shape of the :
distribution, reversing the order of values with
the same sign.

* It is taken for data expressing right skewness; it
converts it to a normal distribution.

* Reciprocal transformation maps non-zero values
of x to 1/x (or -1/x for negative values): i

1

Xtramsformed — ;




Numerical Feature Transformation

Probability Plot

. The distribution of DIS variable in Boston House
- Prices dataset and Q-Q plot before and after
J applying reciprocal transformation.
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Numerical Feature Transformation

Square-root Transformation

* The square root must be considered when variance is
proportional to the mean. 7

« Stabilizing the variance of the distribution

* Itis a special case of power transformations that apply
the following transformation:

Xtramsformed — X 3

1 1
e where 1 = S 0T .

«




Numerical Feature Transformation

Probability Plot

.. The distribution of DIS variable in Boston House Prices
dataset and Q-Q plot before and after applying square-
] root and cube-root transformations.
Square-root transformation .oy Cube-root transformation  sosasiy r
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Numerical Feature Transformation

Box-Cox Transformation

Box-Cox Transforms

» Box-Cox transformation belongs to the power family of
functions.

* Itflexible in its ability to address many different data
distributions.

* |t was defined as

x* -1 L0 >z
— ) *
Xtramsformed = A Ll
In(x), A=0 | — lambda = 0
- - lambda = 0.25
» The Box-Cox formulation only works when the data is positive. -6} o :anga = g;s
----- ambda = 0.
- For nonpositive data, one could shift the values by adding a — lambda = 1.5
fixed constant. 3.0 0.5 1.0 15 2.0 25 3.0

* Uses maximum likelihood estimation to estimate a
transformation parameter A . (vary between -5 and 5)



Numerical Feature Transformation
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The distribution of DIS variable in Boston House Prices
dataset and Q-Q plot before and after applying Box-Cox
transformations. The optimal A = —0.1556.



Numerical Feature Transformation

Yeo-Johnson Transformation

 An extension of the Box-Cox transformation.
 Can apply to negative, zero and positive values.

e It was defined as

((x+D*—1
2 ) A#0andx =0
In(x+1), A=0andx =0
Xtramsformed = (—x + 1)2_1_ 1
2
> 1 , A #F2and x <0
| —In(—x + 1), A=2andx <0



Numerical Feature Transformation
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The distribution of DIS variable in Boston House Prices
dataset and Q-Q plot before and after applying Yeo-
Johnson transformations. The optimal A = —0.4489.
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